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Summary of Overall Approach

My approach to conducting the background research for “Harnessing Everyday Users’ Power to Detect 
Harmful Behaviors in Generative AI” was to experiment with some popular GenAI tools like ChatGPT as 

a user. I also surveyed research papers, news articles and, technical blogs to aggregate information on 

how other people were using these tools. 



Experiential Research Activities



ChatGPT 3.5 - Text Generation Analysis 

PROMPT



While it points out that the evaluation 
criteria is flawed, it still chooses to provide 
biased and harmful criteria as its proposed 
solution.



Microsoft Co-Pilot

It generates images of the 
same type of woman 
reinforcing several 
negative racial, gender and, 
social stereotypes. 



ChatGPT Image Generator



Informational Research Activities

1. Research Papers
2. News Articles
3. Technical Blogs



Research Papers

● [1] This paper explores the possibility of using GenAI tools to boost creative designs in 
art-making. This is not a standard use-case developers would consider when conducting tests 
to evaluate potential biases that the system suffers from. Furthermore, the authors details 
what practices are considered ethical usage of GenAI in this field.

● [2] Human-AI collaboration and systems are the current focus in mitigating emergent biases.
● [3] Researchers are actively creating several systems and strategies to promote how 

AI-auditing can be conducted using daily users to weed out harmful AI behaviors through 
strong feedback loops.



News Article [4] Blog  [5]



Insights and Takeaways

1. Everyday users possess a unique ability to detect and report harmful behaviors in AI systems 
through their day-to-day interactions.

2. Since users are already employing these GenAI tools in contexts far more creative and complex 
than their intended purpose, they will be able to uncover biases that developing teams cannot is 
standard user studies.

3. Harnessing the collective power of everyday users can complement expert-led audits and improve 
algorithmic fairness as an added benefit.

4. Most of all, users from all over the world, everywhere, all the time, this will ensure that the system 
is constantly monitored for harmful behavior.

5. Furthermore, through the incorporation of feedback systems into these tools by developers, this 
harmful behavior will be tagged and brought to notice quickly.
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Context & Change Worksheet


